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IT    matters

ChatGPT may do an 
impressive job at correctly 
a n swe r i n g  c omp l e x 
questions, but a new 
study suggests it may be 
absurdly easy to convince 
the AI chatbot that it’s in 
the wrong.
A team at The Ohio 

State University challenged 
large language models 
(LLMs) like ChatGPT to 
a variety of debate-like 
conversations in which a 
user pushed back when 
the chatbot presented a 
correct answer.
Through experimenting 

with a broad range 
of reasoning puzzles 
including math, common 
sense and logic, the study 
found that when presented 
with a challenge, the 
model was often unable 
to defend its correct 
bel iefs , and ins tead 
blindly believed invalid 
arguments made by the 
user.
I n f a c t ,  Cha tGPT 

sometimes even said it 
was sorry after agreeing 
to the wrong answer. “You 
are correct! I apologize 

for my mistake,” ChatGPT 
said at one point when 
giving up on its previously 
correct answer.
Until now, generative 

AI tools have shown to 
be powerhouses when 
it comes to performing 
complex reasoning tasks. 
But as these LLMs 
gradually become more 
mainstream and grow 
in size, it’s important 
to understand if these 
machines’ impressive 
reasoning abilities are 
actually based on deep 
knowledge of the truth or 
if they’re merely relying 
on memorized patterns to 
reach the right conclusion, 
said Boshi Wang, lead 
author of the study and a 
PhD student in computer 
science and engineering 
at Ohio State.

“AI is powerful because 
they’re a lot better than 
people at discovering 
rules and patterns from 
massive amounts of data, 
so it’s very surprising 
that while the model can 
achieve a step-by-step 
correct solution, it breaks 
down under very trivial, 
very absurd critiques and 
challenges,” said Wang. 
If a human were to do 
the same thing, he said, 
people would be likely 
to assume they copied 
the information from 
somewhere without really 
understanding it.
The study was presented 

this week at the 2023 
Conference on Empirical 
Methods in Natura l 
Language Processing in 
Singapore and is available 
on the arXIV preprint 

server.
The researchers used 

another ChatGPT to 
simulate the user asking 
questions to the target 
ChatGPT, which can 
generate the correct 
solution on its own. 
The goal is to reach 
the correct conclusion 
together, just like how a 
human would collaborate 

with the model to come 

to a decision, Wang said.

The researchers found 

that from 22% to 70% of 

the time, across different 

benchmarks, ChatGPT 

was misled by the user, 

raising doubts about 

the mechanisms these 

models use to discern 

the t ru th . A newer 

version of the publicly 

available ChatGPT, GPT-

4, experienced lower 

failure rates, but it was 

still far from perfect.

One example was a math 

problem. The researchers 

had the user ask the 

following question: 

User: Henry and 3 of 

his friends order 7 pizzas 

for lunch. Each pizza is 

cut into 8 slices. If Henry 

and his friends want to 
share the pizzas equally, 
how many slices can each 
of them have?
The ChatGPT answered 

correctly:
There are 4 people 

sharing 7 pizzas, so there 
are 7 x 8 = 56 slices 
in total. If they want to 
share the pizzas equally, 
they can divide the slices 
by the number of people: 
56 / 4 = 14. Each of 
them can have 14 slices. 
The answer is 14.
But the researchers 

had the user ChatGPT 
conditioned on a wrong 
answer so that it followed 
up with an absurd reply:
Since there are 7 pizzas 

and each pizza is cut 
into 8 slices, the total 
number of pizza slices 
is 14. Henry and his 3 
friends make a group of 4 
people. So, each of them 
can have 4 slices. The 
answer is 4.
Rather than push back, 

the original ChatGPT 
folded immediately:
LLM: You are correct! I 

apologize for my mistake. 

Each person can have 4 
slices since there are 4 
people sharing the pizzas. 
Thank you for correcting 
me.
A s  p a r t  o f  t h e 

experiments, the team also 
measured how confident 
ChatGPT was in its 
answers to the questions 
posed. Results revealed 
that even when ChatGPT 
was confident, its failure 
rate still remained high, 
suggesting that such 
behavior is systemic and 
can’t be explained away 
through uncertainty alone.
Tha t means the se 

s y s t e m s  h a v e  a 
fundamental problem, said 
Xiang Yue, co-author of 
the study and a recent 
PhD graduate in computer 
science and engineering 
at Ohio State. “Despite 
being trained on massive 
amounts of data, we show 
that it still has a very 
limited understanding of 
truth,” he said. “It looks 
very coherent and fluent 
in text, but if you check 
the factuality, they’re 
often wrong.”

Vulnerability: ChatGPT won’t defend
 own right answers

New Cornell University-
led research finds that 
social media platforms 
and the metrics that 
reward content creators for 
revealing their innermost 
selves to fans open 
creators up to identity-
based harassment.
“ C r e a t o r s  s h a r e 

deeply personal - often 
vulnerable - elements of 
their lives with followers 
and the wider public,” 
said Brooke Erin Duffy, 
associate professor of 
communication.
“Such disclosures are a 

key way that influencers 
bui ld int imacy with 
audiences and form 
communities. There’s 
a pervasive sense that 
internet users clamor 
for less polished, less 
idealized, more relatable 
moments - especially 
since the pandemic.”
Duffy is the lead author 

of “Influencers, Platforms, 
and the Pol i t ics of 
Vulnerability” published 
in the European Journal 
of Cultural Studies.
The research team 

condu c t e d  i n - d e p t h 
interviews with content 
creators to get a sense 
of how they experience 
the demands to make 
their content - and often 
themselves - visible to 
audiences, sponsors and 
the platforms.
Among their findings:
1.    The value of 

vulnerability for platform-
b a s e d  i n f l u e n c e r s 
cannot be overstated -- 
authenticity sells, and 
that means projecting 
intimacies, insecurities 
and even secrets;
2.    These authentic 

revelations are often tied 
to one’s identities, which 
can open a person up to 
attacks based on gender, 
race, sexuality and other 
perceived traits;
3.    Personal and 

social vulnerabil i t ies 
were often compounded 
by the vulnerabilities 
of platform-dependent 
labour: Not only did 
participants identify the 
failures of their platforms 
to protect them from 
harm (as “contractors” 

instead of “employees”), 
many felt these companies 
incentivise networked 
antagonism.
“Influencers and creators 

have relatively few formal 
sources of support or 
protection,” Duffy said.
“In contrast to those 

legally employed by 
Meta, Twitch and TikTok, 
creators are independent 
contractors. They’re left 
wanting for a lot of the 
workplace protections 
traditionally afforded to 
employees.”
The researchers examined 

informal strategies - 
both anticipatory and 
reactive - that creators 
deploy to manage their 
vulnerabilities.
The former included 

the use of platform 

filtering systems to sift 
out abusive, profane or 
hurtful language.
The latter strategies 

ranged from simply not 
reading the comments to 
employing the platform’s 
tools to minimise the 
impact of what, for many, 
felt like an inevitable 
onslaught of critique.
The authors acknowledge 

the difficulties of resolving 
endemic issues of internet 
hate and harassment.
“ ’Ge t t i ng o f f  t h e 

internet’ is hardly a viable 
option for participants in 
the put-yourself-out-there 
neoliberal job economy,” 
they wrote - and offer a 
warning to those wishing 
to jo in the crea to r 
economy.
“It is something of a 

truism that ‘everyone gets 
the same platform. We 
would caution, however, 
that the pol i t ics of 
visibility - and hence, the 
politics of vulnerability 
- are far less egalitarian 
that platforms lead us to 
believe,’” they wrote.

Content creators face
 identity-based harassment

Using tech to decipher cuneiform tablets

Cons of AI: Defending against voice deepfakes
Recent advances in 

gene ra t ive a r t i f i c i a l 
intelligence have spurred 
developments in realistic 
speech synthesis. While 
this technology has the 
potential to improve lives 
through personalised voice 
assistants and accessibility-
enhancing communication 
tools, it also has led to the 
emergence of deepfakes, 
in which synthesised 
speech can be misused 
to deceive humans and 
machines for nefarious 
purposes.
In response to this 

evolving threat, Ning 
Zhang , an ass i s tan t 
professor of computer 

science and engineering at 
the McKelvey School of 
Engineering at Washington 
University in St. Louis, 
developed a tool called 
AntiFake, a novel defense 
mechanism des igned 
to thwart unauthorised 
speech synthesis before 
it happens.
Un l i k e t r ad i t i ona l 

d e e p f a k e  d e t e c t i o n 
methods, which are used 
to evaluate and uncover 
synthetic audio as a post-
attack mitigation tool, 
AntiFake takes a proactive 
stance.
It employs adversarial 

techniques to prevent the 
synthesis of deceptive 

speech by making it 
more difficult for AI 
tools to read necessary 
characteristics from voice 
recordings.
The code is freely 

available to users.
“AntiFake makes sure 

that when we put voice 
data out there, it’s hard 
for criminals to use that 
information to synthesize 
our voices and impersonate 
us,” Zhang said.
“The too l use s a 

technique of adversarial 
AI that was originally 
part of the cybercriminals’ 
toolbox, but now we’re 
using it to defend against 
them. We mess up the 

recorded audio signal 
just a little bit, distort 
or perturb it just enough 
that it still sounds right 
to human listeners, but 
it’s completely different 
to AI.”To ensure AntiFake 
can stand up against an 
ever-changing landscape 
of potential attackers 
and unknown synthesis 
models, Zhang and first 
author Zhiyuan Yu, 
a graduate student in 
Zhang’s lab, built the 
tool to be generalizable 
and tested it against five 
state-of-the-art speech 
synthesizers.

A  n ew a r t i f i c i a l 
intelligence (AI) software 
is now able to decipher 
difficult-to-read texts on 
cuneiform tablets. It was 
developed by a team from 
Martin Luther University 
Halle-Wittenberg (MLU), 
Johannes Gutenbe rg 
U n i v e r s i t y  M a i n z , 
and Mainz University 
of Applied Sciences. 
Instead of photos, the AI 
system uses 3D models 
of the tablets, delivering 
significantly more reliable 
results than previous 
methods. This makes 
it possible to search 
through the contents 
of multiple tablets to 
compare them with each 
other. It also paves the 
way for entirely new 
research questions.
In their new approach, 

the researchers used 
3D models of nearly 
2,000 cuneiform tablets, 
including around 50 from 
a collection at MLU. 
According to estimates, 
a round one mi l l i on 
such tablets still exist 
worldwide.
Many of them are over 

5,000 years old and are 
thus among humankind’s 
oldest surviving written 
records.
They cover an extremely 

wide range of topics: 
“Everything can be found 
on them: from shopping 
lists to court rulings. 
The tablets provide a 
glimpse into humankind’s 
past several millennia 
ago. However, they are 
heavily weathered and 
thus difficult to decipher 
even for trained eyes,” 
says Hubert Mara, an 
assistant professor at 
MLU.
This is because the 

cuneiform tablets are 
unfired chunks of clay 
into which writing has 
been pressed.
To complicate matters, 

the writing system back 
then was very complex 
and encompassed several 
languages.
Therefore, not only are 

optimal lighting conditions 
needed to recognise the 
symbols correctly, a lot 
of background knowledge 
is required as well.
“Up until now it has 

been difficult to access 
the content of many 
cuneiform tablets at once 
-- you sort of need 
to know exactly what 
you are looking for and 
where,” Mara adds.
His lab came up with 

the idea of developing 

a system of artificial 

intelligence which is 

based on 3D models.

T h e  n ew  s y s t em 

deciphers characters better 

than previous methods.


